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Abstract— Clustering is very problematic on big data set in synchronous programming as well as time consuming. Finding optimal result 
from big misaligned data set is precarious because lack of seamless data pattern. This study emphasizes on reducing time fact and 
deployment of asynchronous program rather than synchronous model on big data. However, we provide an easy and flexible model named 
UACM (Unified Asynchronous Clustering Model) for clustering on multi dimensional, misaligned and big data set. The UACM replica 
segments big data set for parallel processing depending on segmentation of microprocessor. This model uses small unit of process 
(thread) as per the data set. The UACM architecture is also cost minimizing regarding hardware. This model evaluates the time fact 
between synchronous and asynchronous programming on large and misaligned data set. However, we implement the UACM model in real-
time platform without help of clustering tools.         

Index Terms— Asynchronous, Big Data, Cluster, Misaligned Data, Parallel Processing, Synchronous, Thread, UACM   

——————————      —————————— 

1 INTRODUCTION                                                                     
lustering big data set is very essential for our real life. 
Data classification takes place a vital role for accessing 
and retrieving optimal result from big amount of data set. 

However, from the prior research we notice that there is very 
poor outcome for clustering big and misaligned data set [1] [2] 
[4]. The main reasons are processing technique and the          
difficulties of data set pattern. Most of the study predicts     
result on small amount of data set and uses synchronous 
processing. Nevertheless, most of the study avoided            
misaligned data set for clustering [3] [6]. The perception of the 
UACM model is clustering to big amount of data and misa-
ligned data for retrieving optimal result. 
 
We propose our model that utilizes the technique of          
asynchronous programming. The technique segments the   
microprocessor into optimal core segment. The big amount of 
data sets is equally divided depending on each core segment. 
The gain of this method is to reduce time fact of parallel 
processing at each core. Each of the execution is done on 
thread instead of process. This model in fact reduces average 
waiting time, turnaround time, response time and increase 
CPU utilization and throughput [12]. However, we finally can 
find the clustering result within less time for using this model. 
There are many clustering algorithms such as K-mean, Hierar-
chical, Fuzzy C-mean, Naïve Bayesian, Hidden Markov Model 
(HMM), and Viterbi etc. In this study, we consider the k-Mean 
algorithm in our experimental part. 

We use big amount of data set with D dimension in our study. 
The clustering integers K are fixed previously set for each 
segment of data set.  

1.1 Objectives  
 Time reducing 
 Big data clustering using limited hardware resources  
 Big data clustering rapidly in real time   
 Asynchronous programming utilization  
 Microprocessor segmentation into N core   
 Thread concept instead of processes   
 CPU maximum utilization  
 Maximum throughput   
 Minimize turnaround time(TAT) 
 Minimize response time (RT) 
 Minimize waiting Time  

  
1.2 Application  
Clustering algorithms can be applied in many arena of real 
life.  The proposed model (UACM) can be applied to cluster 
big data such as medical informatics, geographical analysis, 
customers’ category analysis in financial organization such as 
banking sector, mobile operator, image processing and seg-
mentation and so on [1] [7] [8][17]. The real life application 
fields of our proposed model are as follows:  

 To cluster huge data in real time 
 Stock market to categorize the customers 
 To category the Data in search engine application 
 In the Customers’ data in banking sector 
 In social market for grouping different community 
 In the international aid organization 
 To cluster the traditional culture in different commu-

nity over the world 
 Diseases’ symptom clustering in medical sciences  
 Product clustering in virtual markets   

2 LITERATURE REVIEW  
The existing scenarios are not well set up for reducing the time 
fact and compatibility of hardware. Most of the model follows 
the specific clustering algorithm in several cases. Conversely, 
our proposed model is uniform for all types of clustering algo-
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rithm. There is no model, which discusses simultaneously big 
amount of data, each data of multidimensional, maximum 
amount of cluster number and, mixed dimension of data set in 
parallel processing. The UACM is the only uniform unique 
model that converses all the above criteria. In mention that, 
there are few existing researches, which are partially little bit 
similar to our proposed model (UACM).   
      
Open Multi-Processing (OpenMP) is shared memory architec-
ture, which provides a multithreaded competence to the mul-
tiprocessor CPUs. Threads can share data from local shared 
memory during iterations of loop [3]. The basic idea behind 
OpenMP is SIMD for data-shared parallel execution [2]. The 
lack of  OpenMP is to use only the homogeneous dimensional 
data and absence of asynchronous processing. 
  
 Compute Unified Device Architecture (CUDA) is an exten-
sion to simple programming languages, based on a few cor-
responding additions to programming language syntax [2]. 
Data transfer is asynchronous and takes place concurrently 
with several memory copies [9]. The problem of CUDA is that 
the data pattern not segmented with the creation of each 
thread. It accesses the data from the memory in random cases 
by specific formulation. The CUDA SDK (Software Develop-
ment Kit) comes with tools that fully integrate with various 
C++ compilers [2]. That means CUDA acts with the help of 
specific software tools, which leads to the lack of dynamic 
programming. 
 
Li and Fang [5] presented two parallel clustering algorithms 
on a single instruction multiple data (SIMD) architecture [ 4]. 
Kittisak Kerdprasop and Nittaya Kerdprasop [6] proposed the 
parallelization of the well-known k-means clustering algo-
rithm by employing a single program multiple data (SPMD) 
approach based on a message passing model [ 4].  These two 
articles perform on fixed dimensional data set, limited cluster-
ing number that leads to lack of perfection in clustering. 
  
Weerasak Chongnguluam  et al.,[ 4] presented a article “Paral-
lelized Rough K-means clustering with Erlang programming” 
that proposed implementation of the rough k-means cluster-
ing algorithm in parallel by using Erlang Programming. This 
research is depended one specific programming part in pre-
diction optimal results. In the UACM architecture there is no 
specific bounding for applying any other programming. It 
always generates approximately suitable outcome.  

3 METHODOLOGY 
Big data clustering can be performed in different ways using 
many types of algorithm. However, from the existing scene-
ries we observe lots of clustering process which are very time 
consuming and poor performance of CPU utilization[2 ], [4 ]. 
There are many studies lunched to execute clustering big data 
in real life such as synchronous process, asynchronous 
process, parallel process and serial process etc[2 ] [5 ][ 6] [11] . 
We propose a very flexible Unified Asynchronous Clustering 
Model (UACM), which is assembled by asynchronous pro-

gramming with threads.  
3.1 Synchronous Programming 
Synchronous programming is a means of sequential pro-
gramming [10] [11]. The execution happens in a single series 
in Synchronous processing such as X1--->X2----->X3---->…...---
---->Xn. If CPU allocates X1, rest of the jobs will wait until to 
complete the X1. After completion of X1 CPU further allocates 
next one from the ready queue and so on [12]. During the allo-
cation of CPU for processes is called the CPU Scheduling Time 
(CST) of each process. For the period of each process termina-
tion from CPU, is called the process Completion Time (CT). 
The process view of synchronous processing is shown in fig 1. 
Synchronous processing of N routines are X1, X2, X3…....Xn:  
 
 
 
 

 
 

 
 
 
3.2 Asynchronous Programming 
Asynchronous programming is a means of parallel program-
ming [13] [14]. It operates with random execution of multiple 
processes. The job can be processed separately using multi-
thread of each core. The CPU can allocate a new job though 
the first one still is not finished and so on. The concept is that 
CPU can allocate X3 while X1 and, X2 are still running. Never-
theless, this concept leads to save time and increase maximum 
number of instances of a resource [12]. The asynchronous 
process view is shown in the Fig 2 Asynchronous processing 
of N routines are X1, X2, X3….................……Xn:  
 

 
 

 

 

 
 
 
 
 
3.3 Proposed Model-UACM (Unified Asynchronous     
      Clustering Model) 
There are lots of clustering algorithms such as k-mean, mod-
ified k-Mean, Fuzzy c-Mean, Hierarchical Clustering, Nearest 
Neighbor, Naïve Bayesian, and SOM etc. The uniform flow-
chart of unified asynchronous clustering model (UACM) is as 

 
Fig. 1. Schematic diagram of synchronous processing 

 

 
Fig. 2. Schematic diagram of Asynchronous processing 
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follows: 

 

 

 

 

 

 

 
 

 
 
The uniform flowchart of unified asynchronous clustering 
model (UACM) is for every types of clustering algorithms. 
This is absolute dynamic model for clustering big data in 
asynchronous pattern.  
The following code segment is for creation the n number of 
data segments. 

 
The following code segment is for creation the n number of 
coprocessors. 

 
 
We have chosen k-Mean algorithm in our experimental part.   
Pseudo code of the k-Mean clustering algorithm is as follows: 
 
Step -1: Cluster:=K , Dimension:=D 
             Number_of_Centroid:=Number_of_cluster 
             Initial Centroid:= 
             (X1,Y1,- -,D1), (X2,Y2,- -,D2),- - - -,(Xk,Yk,- -,Dk) 
Step-2: Generate k cluster from given data. Assign each data    
             into nearest cluster. 
Step-3: Recalculate new cluster centroid. Check the new cen  
             troid with immediate prior centroid. 
Step-4: Repeat step 2 and step 3 until to find the exact similar    
             centroid with immediate prior centroid.  
The unified asynchronous clustering model architecture re-
garding k-Mean algorithm is below:  

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The unified asynchronous clustering model (UACM) based on 

 
Fig. 3. Flowchart of Unified Asynchronous Clustering Model (UACM)   

 

Fig.  4. Architecture of Unified Asynchronous Clustering Model 
(UACM)   
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k-Mean clustering algorithm. It is perceivable that large 
amount data file is segmented into n numbers of file. Accord-
ing to the numbers of segment file, equal numbers of thread 
are generated. Each of the thread is utilized using k-Mean 
clustering algorithm, which leads to asynchronous program-
ming [14] [15]. 

4   RESULT DISCUSSION  
The experimental part is performed by the Dell computer, 
(model PowerEdge T320 Tower Server) which is configured 
by 2.4 GHz Intel Xeon processor E5-1410, 16 GB RAM, external 
graphics memory card.      
The raw data are acquired by applying IBM Quest Synthetic  
Data Generator tool [2][18]. After accomplishing the data we  
preprocess these data into a file that is assumed as the back  
ground of database. The experimental part is performed on k- 
Mean clustering algorithm regarding UACM architecture. In  
our study, we use the object oriented programming  language  
such as java. 
In our experiment we perform to produce different result by 
considering four level of criteria such as number of data 
N=50000, dimension D=50 and cluster k=50. The second, third 
and fourth level criteria are number of data N=50000, dimen-
sion D=1000 and cluster k=50, number of data N=100000, di-
mension D=1200 and cluster k=90 and, number of data 
N=150000, dimension D=1000 and cluster k=1000 respectively 
[2]. The acquired result of the experimental part is shown 
comparing with some existing model such as Open Multi-
Processing (OpenMP) , Compute Unified Device Architecture 
(CUDA) , Hybrid (Hybrid=CUDA + OpenMP)  model. The 
table 1 shows the time comparison between CUDA and 
UACM. It is perceivable that each of the outcome result is bet-
ter in UACM model [2] [4] [16].    
 
Time comparison result between OpenMP and UACM model 

is shown in table 2. It is noticeable that increasing of dimen-
sion and cluster number, the time unit is rapidly rising in 
OpenMP but slightly in UACM model [2][4]. 
However, Table 3 shows time comparison between Hybrid 

and UACM. It is observable that the time unit is increasing 
approximately likeness between Hybrid and UACM in case of 
rising data set, number of dimension and cluster number [2][ 
4][16]. 
 

Table 4 shows the comparison among various implementa-
tions. In such view, OpenMP model gives very worst experi-
mental results. CUDA and Hybrid models produce about sim-
ilar result [2]. Nevertheless, the UACM model provides us the 
best and significant outcome.   

TABLE 1  
THE TIME COMPARISON BETWEEN CUDA AND UACM  

 

N= Number of data point, D= Number of data dimension, K=number of cluster, 
CUDA=compute unified device architecture, UACM=.unified asynchronous clus-
tering model.  

TABLE 2  
THE TIME COMPARISON BETWEEN OPENMP AND UACM 

 

N= Number of data point, D= Number of data dimension, K=number of cluster, 
OpenMP=Open Multi-Processing, UACM=.unified asynchronous clustering 
model.  

TABLE 3 
THE TIME COMPARISON BETWEEN HYBRID AND UACM  

 

N= Number of data point, D= Number of data dimension, K=number of cluster, 
Hybrid= CUDA+OpenMP, UACM=.unified asynchronous clustering model.   
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The fig 5 shows the statistical distinguish result pattern of four 
levels of criteria (N=50000, D=50, k=50; N=50000, D=1000, 
k=50; N=100000, D=1200, k=90 and N=150000, D=1000, 
k=1000 and represented by 1 ,2 3 and 4 respectively in the fig 
5) regarding OpenMP, CUDA, Hybrid and UACM methods. 
The time value is required maximum for large amount of data, 
dimension and cluster in  OpenMP model. Nonetheless, li-
mited time unit is required for our proposed model (UACM) 
though the amount of data, dimension and cluster are in large 
scale[ 2][4][16].   

5      Conclusion 
In our study, we use a unique model (UACM) for clustering 
big amount of data regarding all kinds of clustering algo-
rithms. In this research, the experimental results are acquired 
by designing raw code depending on the unified asynchron-
ous clustering model. There is no use of clustering tools soft-
ware like Weka , Clementine etc in the empirical part. The sig-
nificant focus of this research is to classify the mixed and mul-
ti-dimensional large amount of data in parallel processing sys-
tem.  
 
The asynchronous processing gives us the tremendous oppor-
tunity to use of microprocessor in N segment. Ultimately, data 
processing on big facts are not time consuming in asynchron-
ous processing rather than synchronous.   
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